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DEVELOPMENT OF RETAIL LOAN SCORECARD USING MACHINE LEARNING

Background. Banks use credit scoring to track loan performance, manage provisions, and adjust lending policies. This
method assigns points based on a borrower’s loan history and unique characteristics, enabling lenders to predict default risk and
improve credit conditions for low-risk borrowers. With increased data access and computing power, it is possible to do credit
scoring via new methods with possibly better predictive power. This study aims to develop a scorecard for Ukrainian retail
borrowers using Credit Registry data, exploring the effectiveness of logistic regression and Support Vector Machine (SVM)
methods. Key research questions address the potential for binning data to improve model interpretability, the accuracy probability
of default estimates, and differences in decision thresholds across scorecards built with logistic and SVM models.

Methods. The study applies Weight of Evidence (WoE) binning, a technique that transforms variables to establish a mono-
tonic relationship with default risk, thereby improving interpretability and model robustness. Using this binned data, the paper
constructs scorecards with logistic regression and SVM. Each scorecard uses predictor variables such as Debt Service to Income
(DSTI), age, interest rates, and days overdue to assess default likelihood. Scores are assigned based on each variable's impact on
default probability.

Results. Findings indicate that it is possible to develop a scorecard based on Credit Registry data. Logistic regression and
SVM models yield similar score distributions, with high predictive accuracy and robustness as measured by accuracy and
F1-score. The scorecard approach provides transparency and interpretability; for instance, borrowers with a DSTI exceeding
40% receive lower scores, indicating higher risk.

Conclusions. Banks may use both logistic and SVM models for real-time credit assessments, leveraging accessible bor-
rower characteristics to streamline decision-making. For regulators, the scorecards can support policy frameworks that restrict

lending based on borrower risk bins, thus mitigating risks arising from specific retail lending segments.

Keywords: machine learning, scorecard, default prediction, logistic regression, support vector machine.

Background

Banks always keep track of how their loans perform.
Based on this information they do provisioning and adjust
their lending policies. One of the methods used to assess
loan performance is credit scoring. It is utilized not only
during the loan issuance but also during its lifetime. The idea
behind credit scoring is simple: based on all loans the
borrower has (their type, sum, maturity, etc.) and borrower-
unique characteristics (like age) the person is awarded
points. The more points are awarded the better credit
conditions would be and the person will default less likely.

According to the World Bank report (The World Bank
Group, 2019), credit scoring applications have become popular
lately thanks to better data access and increased computing
power. It now extends beyond approving credit applications,
including but not limited to pricing financial services, setting
credit limits, determining capital requirements by regulators,
and supporting customer management. Weston and Hinson
(2023) suggest that retail lenders should care about their credit
rating since it directly affects their lifetime savings. For instance,
an excellent credit score may save more than 80 thousand US
dollars for a 30-year mortgage.

The paper aims to develop a scorecard for Ukrainian
retail loans using data from the Credit registry. We employ
logistic regression and the Support Vector Machine (SVM)
method to understand whether modern machine learning
(ML) methods can outperform traditional logit model.

Thus, our research questions are:

e Can we split Credit registry data into bins to enhance
model interpretability and simplicity?

e Can we develop a scorecard that will show the client's
credit quality in terms of default probability using logistic
regression and SVM model?

o Will the threshold values for credit decisions differ
between scorecards built upon the logistic and SVM model?

Literature review

Scorecard is a widely used method in credit risk
assessment. For example, in the United States credit scores
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are important since they not only improve someone's chances
of getting a loan, but also, they have a direct reflection in terms
of these loans. Credit scores are also useful for banks since
they show people's relative creditworthiness and can show the
differences based on different characteristics.

Wu and Pan (2021) compared logistic regression, SVM,
and random forest methods in predicting defaults. The logit
model showed the best performance and thus was chosen
for scorecard development. The authors used the weight of
evidence (WoE) binning before building a model. In the end,
they chose a score of 510 as a threshold since it divides data
in half and made symmetrically three classes to the right and
three classes to the left of this point. The calibration of
parameters in the scoring function allowed receiving the
range of scores 300—850, which is the range for the famous
US FICO scoring system.

Lee et al. (2021) compared the results of binning using
WOoE and decision tree. The key feature of WoE is that for
simplicity purposes it allows to do monotonic binning. A
decision tree is a complex method that can cause a situation
where in the last step the proportion of defaults will be the
opposite of the bin logic. In WoE binning the decision
boundaries can be adjusted manually which allows for
having a monotone relationship between default proportion
and variable of interest. The authors in the end suggest
using WoE as a main binning algorithm.

Dong et al. (2012) opposed using ML methods because
their outputs are difficult to interpret. Instead, the authors
suggest using logistic regression with random coefficients to
develop a scorecard. This complex approach led to an increase
in the overall accuracy of prediction from 71 % to 74%.

Wang et al. (2020) prove that using ML methods such as
XGBoost is the opposing way to building a scorecard. In
their opinion, since scorecards have a straightforward
explanation, the same is achieved for the XGBoost model
by using SHAP values.

When the scorecard is built, borrowers with
characteristics that are not that much different will be
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collected in the bins. Another way of doing so is using
unsupervised ML methods such as clustering to find people
the characteristics close to each other. For example, the
application of K-nearest neighbors methods will result in
using cluster numbers as independent variables in the
model. Machado and Karray (2022) exploited this approach,
which resulted in better performance characteristics.

Du Pisanie et al. (2023) suggested that scorecards might
be very sensitive to changes in population characteristics.
They proposed the simulation technique to test the stability
of the scorecards' predictions. The Population stability index
allowed authors to check how far the average probability of
default shifts with a shift in the distribution of one variable.

Idbenjra et al. (2024) suggest that credit scorecards
might be improved by using segmentation-based modelling.
They propose estimating logit leaf model. It finds segments
of borrowers, based on common features, estimates
separate logistic regressions for them and suggests the
score. The main advantage is that logit leaf model controls
for more complex relations between variables.

Makhado (2023) points out that credit scoring models
have numerous drawbacks. They are based on historical
data and it can take much time to transform inner patterns.
For example, people from less affluent areas have on
average worse credit history. It leads to higher interest rates
for them, which causes even more defaults among this
group. Furthermore, scorecards often rely on proxies such
as postal codes, which may appear harmless for default
prediction but can reflect longstanding socioeconomic
disparities (Consumer Financial Protection Bureau, 2012).
In addition to, the credit history is usually an important factor
for credit scoring. According to Hull (2015), people in
developed countries may fall into a loop when they are
refused credit since they do not have history, which they do
not have because they are refused credit.

| | |

Ukrainian researchers also applied scorecards to credit
risk analysis. Kolomiiets and Kochorba (2024) built a
scorecard based on the logit model. They maintained
monotonic binning even in categorical variables. The authors
found that age and duration of loan contribute positively to
default probability meaning that they will decrease overall
score. This paper contributed to the existing literature by
building a scorecard model using granular Ukrainian Credit
registry data. We also compare results that are built using
logistic regression and the SVM model.

Data. In this study, we used unique data from 2020 to
2024 from the Credit registry developed and supported by
the National Bank of Ukraine (NBU). The frequency of data
for this study is quarterly, which was transformed into annual
because the probability of default according to NBU's
Regulation Ne 351 "On credit risk estimation" is calculated
on a one-year horizon (On Measuring Credit Risk ..., 2016).

We subset only data on borrowers, which have at least
one loan denominated in national currency (UAH) and issued
after 01 January 2005. The loan types in the data are
mortgage, consumer loan, and credit card loan. For this study,
we aggregate data on the borrower level without subsetting
specific loan types but may consider it for further research to
develop separate scorecards for different loan types.

We define the dependent variable as a binary default
indicator, in line with Dirma and Karmelavicus (2023). If the
household was in default on a loan on the given date, such
a borrower was excluded for the next year. If the borrower
was not in default on the loan on the given date and then did
not default during the year, the default indicator equals 0.
Otherwise, if the borrower was not in default on the given
date and then defaulted during the year, the dependent
variable equals 1. We employ the rolling window approach.
The schematic representation of the construction process of
the dependent variable is shown in Fig. 1.
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B Gather performing (not in default) loans.
I _ For each loan, check whether it becomes nonperforming ("1" if yes, "0" if no).
Fig. 1. Construction of the dependent variable

Source: Dirma and Karmelavicus (2023).

We incorporate the same variables as in Krasovytskyi and
Stavytskyy (2024) namely income, DSTI, age, residual
maturity, interest rate, credit risk, and GDP growth with the
addition of new ones. The first new variable is a dummy variable
whether the borrower has a mortgage loan. Since mortgages
are long-term loans usually with variable interest rates (for loans
granted before 2022), we expect that it will be difficult for
borrowers to serve them as a result leading to defaults.

The second new variable is the current Loan-to-Value
ratio (LTV) of the biggest loan the borrower has. When the
bank issues a loan to minimize its loss given default it
demands the collateral from the borrower. For mortgages
and car loans, these are usually the objects that are bought.
In case of the borrower's default bank may obtain the object

ISSN 1728-2667 (Print), ISSN 2079-908X (Online)

and sell it via the market price. The goal for the bank is to
keep the loan value lower than the price of the object so that
all risks will be covered. In countries where LTV is a
macroprudential limit values around 70-80 % are the
maximum limit for mortgages. We limit the values of LTV
with 100% in our data since it makes no sense for banks to
provide loans for bigger sums than the property costs.

The third new variable is the days overdue of the biggest
loan principal. The number of days overdue is the main
indicator that defines credit class according to Resolution
351. More than 95 % of borrowers pay on time, but the rest
don't. The more time passes since the borrower stopped
paying, the less likely he will repay the debt. Another new
variable is gender. Gati (2023) proves that female borrowers
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default less than male ones. On the contrary Costa et al.
(2020) found that gender identity doesn't play a role in
default prediction.

The final list of indicators for modelling and their
descriptive statistics are presented in Table 1. Since the
number of defaults in the original data is only close to 6%,
we do the downsampling procedure. The downsampling

was done to preserve the distribution of characteristics of
non-defaulted borrowers. It will guarantee that we capture
correctly the characteristics of defaulted borrowers and at
the same time don't overfit the model. The number of
observations in the final sample is 1293974, with a unique
number of borrowers equal to 685073. Annex A presents
additional statistics for each variable.

Table 1
Descriptive statistics of the dataset
Variable Level Unit Min Max Median Mean Proportlo:n
of measurement of zeros, %
DSTI Borrower % 0 300 14 29 0
Age Borrower Years 18 72 42 43 0
Maximum loan Loan % 0 75 37 28 22
interest rate
Annual income Borrower Thousand UAH 0 15407 193 470
Aggregate borrower Borrower Thousand UAH 0 24657 1,9 12,2
credit risk
Residual maturity Loan Years 0 24 7.7 7.9 0
of a maximum loan
LTV Loan % 0 100 0 2 96
Days overdue Loan Days 0 365 0 5 88
GDP growth Macroeconomy % -35,9 19,4 2,3 -3,7 0

Source: own calculations based on the NBU's Credit registry.

Methods

This study employs a multistep analysis of credit risk as
in (Dung, 2018). As a first step, we do the Weight of
Evidence binning as in Wu and Pan (2021). Based on the
binning results we estimate the logistic regression and the
SVM machine-learning model. These models are used to
build a credit scorecard. Based on the scores we find the
optimal cutoff points to classify borrowers into defaulted and
non-defaulted.

Weight of Evidence binning. The Weight of Evidence
(WoE) is a statistical measure used in predictive modeling,
particularly in credit risk scorecards, to transform categorical
or continuous variables into a format that is more suitable for
understanding

Good;

WOoE; = In (—T‘”;;;gf"d >, (1)
Total bad

where WoE; —the weight of evidence of bin i; Good; and Bad;

— number of "good" and "bad" outcomes in bin Ji;

Total good and Total bad — total number of "good" and

"bad" outcomes in the data.

Using WoE for binning is justified on the following basis.
Firstly, WoE ensures that the relationship between the
predictor and the dependent variable (default or no default)
is monotonic, which is necessary for credit risk modeling. It
makes decision-making simpler and more transparent.
Secondly, Binning helps to smooth out the effect of outliers
by grouping values into bins. This reduces the impact of
extreme values, leading to more stable models. Thirdly, the
WoE binning transformation makes the model more
interpretable. Each bin's contribution to the risk score can be
easily understood, making it easier to explain the model to
stakeholders. The main disadvantage of binning is that it is
partially subjective meaning that the number of bins and the
cutoff points are not chosen based on some mathematical
function. In this paper, we do not select more than five bins
per variable to keep the model as simple as possible. An
example of bins is given in Fig. 2. Here we developed four
bins with interpretable cutoff points of 10 %, 20 %, and 40 %
and the number of borrowers in each bin is relatively close
to each other. The share of defaults per bin also increases
monotonically.
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We calculate the weight of evidence of each bin of each
variable. The data is then substituted with the WoE of those
bins to which the point belongs. This newly updated sample
is used for modelling.

Modelling and calculating scores. We estimate two
models namely logistic regression traditionally used in credit
risk analysis and SVM, which is an ML method for
comparison. We use SVM since it is not a tree-based
method and it provides weights as an estimation result,
which are comparable with coefficients in the logistic
regression. Thus, we can directly use the SVM weights to
calculate scores. The scores per bin of each variable are
calculated using the following formula in accordance with
Siddiqi (2012):

Score;; = B *y; x WoE; j, (2)
where Score; ; — score awarded if the variable i is in the bin
J; B — coefficient that defines score distribution; y; — model
coefficient of the variable I; WoE; ; — the weight of evidence
of variable i in the bin j.

The final score that is awarded to a person is calculated
using the following formula:

Sk = a+ X Score;y, (3)
where S, — final score of person k; Score; , — score of variable
i of person k; a — coefficients that defines the distribution of
scores. We take a as 600 and S as approximately 72 (50/In(2)).
Practically, the a determines the shift of the whole score
distribution to the left or right. B determines the width of the
distribution. These values are standard used in the scorecard
as in Siddiqi (2012) and Dung (2018).

Results

Results comparison. To compare models, we find the
optimal cutoff points based on metrics such as accuracy,
precision, and F1 score. In the end, we offer a specific score
cutoff which can be used for banks to decide whether to
reject or accept the loan or to recognize default.

Estimation results. In this section, we presented the
results for scorecards. We start by analyzing logistic
regression results. Table 2 presents scores that are
awarded for the key variables. Higher scores are associated
with a lower probability of default. High values of DSTI, age,
and days overdue are positively associated with lower
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scores. Moreover, scores for days overdue fall very quickly
indicating the high importance of this variable for default.
Credit risk significantly increases even after one week
overdue. Younger individuals have higher credit scores,
which is in line with Kolomiiets and Kochorba (2024), and
Krasovytskyi and Stavytskyy (2024). Being a female leads

to higher creditworthiness as well. Economic growth below
2 % is not enough to have positive scores. It means that for
all borrowers under negative economic conditions scores
will be lowered, which can lead to default recognition or
rejecting new loans.
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Fig. 2. DSTI bins

Source: author's elaboration.

Table 2
Scores based on logistic regression

Variable Bin Score WoE
<10% 15 -0.53
10-19% 1 -0.03

DSTI 20-39% 10 0.33
>40% -22 0.77

0 11 -0.21

1-6 -86 1.64

Days overdue 7-29 -117 2.23
30-59 -132 2.52

>60 -143 2.73
<35 19 -0.27
Age 35-44 2 -0.02
45-54 -9 0.13

>55 -15 0.23

Gender Male -7 0.07
Female 8 -0.09

<2% -19 0.17
GDP growth >=0%, 15 013
Income <200 -2 0.03
>=200 2 -0.03
0 -1 0

LTV >0 19 -0.1
Dummy for mortgage (1) ;7 _003
Interest rate <40 8 -0.04
>=40 -15 0.08

<0.5 47 -0.9

o 0.5-2 21 -0.4
Credit risk 2-10 5 0.09
>10 -81 1.53
Dummy for consumer loan 0 8 -0.39
1 -7 0.37
Residual maturity j _11 59 _(())(?12

Source: calculated by authors.
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In Fig. 3, we can see that non-defaulted borrowers have
higher scores than defaulted ones. There is no clear
separation boundary since there are numerous defaults
around 600. However, the left tail of defaulted borrowers is
much longer and there is a smaller number of defaults after
the score of 600.

To find the optimal threshold, we calculate performance
metrics such as Accuracy, precision, F1-score, etc. We set
possible threshold values to vary from 400 to 700 points with
a step of 20. This ensures a balance between the optimal
threshold and its easy interpretability.

Figure 4 presents the model's performance metrics on
different cutoff thresholds. Accuracy is maximized at 600,

0.0075

0.0050

0.0025

0.0000

300 400 500

while F1-score is maximized at 620. We choose 600 as a
threshold for default recognition because 620 is too close to
628 which is the average value for non-defaulted borrowers.
Now let's compare logistic regression results with the SVM
model. Since the WoE values were calculated before the
modelling stage, they are the same for both models. The
only difference in scores is caused by the model coefficients.
Although the results of each individual bin of variables are
close to those produced by logistic regression, the final
distribution of credit scores may differ a lot, because we
have 12 variables in the model.

Default
NonDefault

600 700

Fig. 3. Distribution of scores based on logistic model across default groups

Source: calculated by authors.
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580 600 620 640 660 680 700

Fig. 4. Performance metrics of the logistic model

Source: calculated by authors.
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Table 3
Scores based on SVM model
Variable Bin Score WoE
<10% 13 -0.53
10-19% 0 -0.03
DSTI
20-39% -8 0.33
>40% -19 0.77
0 10 -0.21
1-6 -73 1.64
Days overdue 7-29 -99 2.23
30-59 -112 2.52
>60 -121 2.73
<35 15 -0.27
Age 35-44 1 -0.02
9 4554 7 0.13
>55 -13 0.23
Male -5 0.07
Gender Female 6 20.09
<2% -17 0.17
GDP th
grow >=2% 13 2013
Income <200 -2 0.03
>=200 2 -0.03
0 -1 0
LTV >0 15 0.1
Dummy for mortgage (1) 105 _(?3
Interest rate <40 6 -0.04
>=40 -12 0.08
<0.5 50 -0.9
o 0.5-2 22 -0.4
Credit risk 210 5 0.09
>10 -86 1.53
0 10 -0.39
Dummy for consumer loan 1 9 037
Residual maturity : '72 '(? 812

Source: calculated by authors.

Figure 5 shows that the difference between average
defaulted and non-defaulted borrowers is close to that one
from logistic regression (71 versus 73 before). The shapes
of the distribution of both classes are also close to that

0.0075

0.0050

0.0025

depicted earlier by the logit model. We can conclude that
despite a more complicated estimation process SVM model
provides nearly the same results as logistic regression.

0.0000

400 500

Fig. 5. Distribution of scores based on the SVM model across default groups

Source: calculated by authors.
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Fig. 6. Performance metrics of the SVM model

Source: calculated by authors.

Performance metrics of the SVM model's thresholds are
also close to the logistic ones. The only difference is that the
F1 score does not fall as fast after 620 points. The accuracy
is still maximized around 600-620. We may choose the
optimal threshold of 620 points since both accuracy and F1
score are maximized there, and it is far from 641, which is a
non-default average. However, from a practical point of
view, both 600 obtained from logistic regression and
620 obtained from the SVM model are close to each other.

Discussion and conclusions

In this study, we compared scorecards built with the help
of logistic regression and SVM model based on Ukrainian
Credit registry data. Firstly, we showed that it is possible to
divide Credit registry data into bins based on the weight of
evidence maintaining monotonicity and general economic
logic. This binning made the scorecard interpretable and
easy to use. Secondly, the results of both models are very
close despite completely different estimation strategies.
Although, some bins provided different scores across
models the total scores earned by borrowers are similar to
each other. The average score for non-defaulted borrowers
was 628 by logit and 641 by SVM. Thirdly, the optimal
thresholds for determining default were chosen to be 600 for
logit and 620 for the SVM model. The results are close in
both absolute values and performance metrics such as
accuracy and F1 score.

As for policy recommendations, the results presented in
the paper are useful for both commercial banks and
regulators. Scorecards can be used by banks to assess
loans both at origination as well as during their lifetime.
Using straightforward credit scoring based on fully
computable characteristics such as interest rate, age, DSTI
and days overdue can simplify credit decisions made by
financial institutions.

Financial regulation institutions, such as National Bank
of Ukraine, may use the results for developing different
policies for different bins of borrowers based on their
characteristics. By reviewing the scorecards of leading retail
banks, the central bank can monitor lending practices and
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identify potentially risky segments. Moreover, scorecards
can be used in stress testing exercises to simulate how
financial institutions perform under adverse scenarios.

Despite the promising results, this research has several
limitations. The focus on logistic regression and SVM
models excludes other potentially more powerful machine
learning techniques, such as Random Forest or XGBoost,
which could improve predictive performance. Furthermore,
scorecard models are sensitive to changes in population
characteristics, which could impact the stability of the
model's predictions over time.

As for further studies, we may compare scorecards with
other ML methods namely tree-based ones and XGBoost. We
also might consider some feature engineering techniques,
because maybe some interactions or polynomials may
improve the distinction between non-defaulted and defaulted
borrowers. Moreover, in future we will develop are multi-class
scorecard which will make bank decisions more flexible and
allowing for more tailored lending decisions, pricing
strategies, and risk management practices.
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KviBcbkui HalioHanbHUI yHiBepcuTeT imeHi Tapaca LUleByeHka, KuiB, YkpaiHa

PO3POBKA PO3[PIEHOI CKOPUHIOBOI KAPTU 3A IONOMOIOI0 MALUMHHOIO HABYAHHA

B c Ty n. BaHku sukopucmosytoms KpedumHuli CKOpuH2, w06 sidcmexyeamu ob6criyzoeyeaHHs1 kpedumie, gpopMyeamu pesepsu ma Kopuay-
eamu nosnimuky kpedumyeaHHsi. B ocHoei Memody nexums npu3Ha4eHHs 6anie Ha ocHoei KpedumHoi icmopii ma yHikanbHUX Xapakmepucmuk no-
3uyanbHuka, wo do3eosisie kpedumopam nepedbayumu pusuk deghosimy ma nokpawumu KkpedumHi ymosu Os1s1 Mo3uYanbHUKie 3 HU3bKUM pieHeM
pu3uky. I3 poswupeHum docmynom 3o daHux i 064UCcI08asIbLHOIO MOMYXHICMIO CMAasIo MOX/IUSUM NIPO80OUMU OYiHIO8aHHS KPedumocrpOMOXHO-
cmi 3a dornomMozoro Hogux Memodie 3 Kpauwjoto MPO2HOCMUYHOI momyxHicmio. Lje docnidxeHHs1 cnpsimoeaHe Ha po3po6Ky CKOPUH2080i Kapmu Onsi
YKpaiHCbKuX po30pi6HuUXx no3uyanbHuUKie 3 sukopucmaHHsM 0aHux KpedumHozo peecmpy, nopieHsiHHS eghekmueHOCMi No2icmuyHoi peepecii ma
memodie memody onopHux eekmopis. Knrovyoei numanHs docnidxeHHs cCmocyombecsi nomeHyiany apynyeaHHs 0aHuUX 0711 MOKpauieHHs1 iHmepnpe-
mauyii Mmoderi, NoKpawjeHHsIM Mo4YyHocmi oyiHoK i eiOMiHHOcmel y Mopo2oeux 3Ha4YeHHSIX ONsl NPUliHAMMS pilleHb y cucmeMax, CmeopeHux 3a 0o-
nomozoro s1o2icmu4Hoi Mmodesii ma Memody OrMopPHUX 8eKMopis.

M e To awn. YdocnidxeHHi 3acmocoeaHo aHani3 ea2u Aoka3sie, skuli nepemeoproe 3MiHHi G151 eCmMaHo8Js1IeHHSI MOHOIMOHHO20 38 'I3KY 3 pU3UKOM
deghonimy, mum caMuM nokpawyro4u iHmeprnpemauito ma cmitikicmos modeni. Bukopucmosyroyu yi 32pynoeaHi 0aHi, y cmammi 6ydyrombcsi cKkopu-
H2oei kKapmu 3a 0ornoMo20to sIo2icmuYHoi pezpecii ma memody onopHux eekmopie. [ns oyiHoeaHHs limogipHocmi Aeghosimy KoxHa CKOpUH208a
kapma eukopucmosye nepedbayyeaHi 3MiHHI, maki sik cniegiOHoweHHs1 06¢cny2o8yeaHHs1 6op2y 0o doxody (DSTI), eik, npoyeHmMHi cmaeku ma Kinb-
Kicmb GHie npocmpoYeHHs1. OUiHKU NpPU3HaYarombCsi Ha OCHO8I MUY KOXHOT 3MiHHOT Ha limogipHicmb deghonmy.

Pe3ynbTaTtu. BucHogku ceidyamsb npo me, W0 MOXHa po3pobumu cKopuHa08y Kapmy Ha ocHoei 0aHux KpedumHozo peecmpy. Jlocicmu-
YHa pezapecisi ma Memod ornopHuUx eekmopie Aaromb cxoxi po3nodinu 6aslie 3 8UCOKOI MOYHiCMIO NPO2HO3y8aHHs1 ma HadiliHicmio 3a MOKa3HUKOM
F1. CkopuHzoea kapma 3a6e3neyye npo3opicmb ma Moxnusicme iHmepnpemauii, Hanpuknad, no3uyansHuku 3 DSTI noHad 40 % ompumyromb HWXYi
6anu, wo ekasye Ha suuull PU3uK.

B 1 cHoOBKMW. BaHKu MOXymb eukopucmosyeamu sik jo2icmuyHi Mmodesti, mak i modesii Memody onopHux eekmopie 0551 oyiHro8aHHs Kpedu-
MocCrnpoMOXXHOCMIi 8 peaslbHOMY 4Yaci, euKopucmosyr4u AoCmyrnHi XxapaKmepucmuKu rno3uvasbHuKa O CIPOW,eHHs1 NPUlUHAMMS piweHb. [nsa
peaynsimopie ckopuHaoea Kapma Moxe dornomoz2mu ¢hpopMyeamu noslimuku, siki 06Mexxyroms KpedumyeaHHs, MakuM YUHOM MOM 'SIKWYYU pU3uKuU,
noe'sizaHi 3 KOHKPeMHUMU ceaMeHmamu po30pi6bHO20 KpedumyeaHHS.

Knw4yoBi cnoBa: MawuHHe Hag4aHHsl, CKOpUH208a Kapma, npo2Ho3 deghonimy, fio2icmuyHa pezpecis, Memod oNMopHUX eeKmopis.
ABTOp 3asiBNsie Mpo BiACYTHICTb KOHMNIKTY iHTepeciB. CnoHcopy He Gpanu yyacTi B po3pobneHHi gocnigxeHHs; y 36opi, aHanisi
4n iHTepnpeTauii AaHnX; y HanMcaHHi pykonucy; B pilleHHi npo nybnikauito pe3ynbTartis.
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